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Abstract—As a key technology in content delivery, content
caching can not only reduce the load on the origin server to save
the traffic costs for content providers, but also can enhance users’
Quality-of-Experience (QoE) by placing popular objects in close
proximity. In reality, Content Delivery Network (CDN) providers
always try to design their caching strategies carefully to improve
the hit ratio of requests. With the development of learning-based
methods and their great successes in many fields, researchers
are also trying to explore learning-based caching approaches in
recent years. In this paper, we first review the classical caching
approaches, most of which are based on recency, frequency
and content size. Then we summarize the recent learning-based
methods in content caching field. Finally, we discuss the potential
content caching strategies in the future, and point out some open
issues. Through the studies in this article, we wish it can be used
as a reference for interested parties.

Index Terms—content caching, content delivery networks,
learning-based methodology

I. INTRODUCTION

With the development of 4G/5G technologies and the preva-

lence of smart phones in recent years, more and more people

consume online videos at anytime anywhere, which results in

the great increase of multimedia services. According to the

forecast from Cisco [1], video will take up 82 percent of all

IP traffic by 2022, up from 75 percent in 2017. Note that the

traffic are mainly distributed by Content Delivery Networks

(CDNs), which have cached contents in close proximity to end

users [2]. The content caching can not only reduce the load on

the origin server to save the traffic costs for content providers,

but also can enhance users’ Quality-of-Experience (QoE) by

fetching contents from nearby edge servers. However, tradi-

tional caching methods do not perform well because of the

various access patterns and the influence of users’ behaviors.

It is necessary to design either a more robust caching algorithm

or a specific cache strategy for different caching goals. With

the development of learning-based methods and their great

successes in many fields, researchers are trying to study

learning-based caching approaches in recent years.

In this paper, we have investigated the development of

caching approaches. We first elaborate on some basic questions

about content caching, including motivation and focus.

Why we need caching? For instance, assume that the

content provider just deploys one origin server to deliver

videos to users across wide geographic areas, and it’s likely

that multi-users watch the hot videos simultaneously. On one

hand, with the number of concurrent users increases, the origin

server would suffer from heavy access load, and even could

cause the server to crash. On the other hand, users from

faraway regions would experience long network delay due to

the long propagation distance. It is worth noting that, even a

few seconds of delay increase may lead users to abandon video

service [3]. Higher abandon ratio would induce huge losses to

content providers. To alleviate the load of origin server and

improve the user experience, content providers leverage the

CDN to deliver videos to end users. When a user access the

videos, the nearest edge server is used to ensure the access

delay and reduce the burden on the origin server if there

are copies of the demanded videos. If there is no copy of

the requested video in the edge server, the edge server will

request it from the origin server acting as a proxy and then

send the contend fetched from the origin server to the user. In

this case, an additional traffic cost from the source server to

edge server will be taken into account, and the overall delay

increases significantly. Although the CDNs take advantage

of the distributed framework and the caching technology to

reduce the traffic costs, the efficiency depends mainly on the

performance of the caching algorithms. The content caching

strategy is important to keep the hot objects which are most

likely to be accessed in the cache.

Normally, the purpose of content caching is to maximize

the hit ratio of requests not only within recent time but

also over a long period of duration. Moreover, new caching

methods are designed to minimize the downloading delay,

energy consumption and network congestions, or maximize

user’s QoE [4]. It is also important to make sure that caching

algorithms have low overhead and are easy to be implemented,

especially in the case facing a huge amount of data.

What to cache? Generally, we cache static contents such as

videos and images which can be reusable in the edge servers

to guarantee the performance. Note that caching in CDNs may

be ineffective in the dynamic contents transmission scenarios,

such as cloud gaming which focuses on the interactive contents

between end users and game servers.

How to cache? According to the two kind of decisions

made by caching strategies, caching policies are divided into

two classes. One is the admission policy, which decides

whether put the new coming objects into cache. Another is the

eviction policy, which decides which object should be evicted

out of the cache when there is no capacity for the coming

objects. While most approaches focus on the eviction policy

and put the objects into cache when they are accessed at the
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first time. This may lead “cache pollution” caused by cache

space occupancy by objects which is request only once or a

few times. To this end, some works [5], [6] focus on admission

policy while improving the efficiency of eviction policy.

Over the past two decades, lots of approaches are proposed

to improve the performance of classical methods or make

dedicated network architectures effective and flexible in terms

of caching. Especially, some works [4], [7]–[11] use machine

learning or data-driven methods to get outstanding results.

Considering the historical development of content caching and

the new ways it may benefit from, we survey the existing

caching strategies and discuss the problems when designing a

potential caching strategy in the future.

The remainder of this paper is organized as follows. We first

review the classical caching methods in Section II. We then

survey the latest caching methods which is based on learn-

ing methods in Section III. Section IV discusses the design

problems about datasets and implementation. We conclude this

work in Section V

II. CLASSICAL CACHING APPROACHES

In this section, we mainly review the classical caching

approaches. In the earlier days, caching algorithms are origi-

nally derived from page replacement algorithms in operating

systems, such as FIFO (First In First Out), LRU (Least

Recently Used) and LFU (Least Frequently Used). After LRU

and LFU are proposed, lots of approaches based on these two

methods emerged, and some works take the content size into

account, which are unfolded as follows.

A. LRU-based approaches

LRU replaces the least recently requested content when the

cache is full, which can be implemented by an ordered queue.

The most recently accessed content is always at the top of the

queue. In other words, when the requested content is in the

cache, it will be move to the top of the ordered queue. If the

request content is not in the cache and there is no capacity for

new arrivals, the content in the queue’s bottom, which is the

least recently accessed, will be evicted out of the cache.

The classical LRU method is easy to implement and has a

low overhead. It works well in the random access occasion.

However, it takes very few information about the access

history of objects into account, and keeps considerable amount

of objects with low popularity in the cache. This wastes

the cache that might be used to accommodate more popular

objects. To this end, LRU-K [12] is proposed to include the

historical insights for LRU. LRU-K evicts the object which

has the maximum Backward K-distance. The Backward K-

distance bt{p,K} of object p at time t is defined as:

bt{p,K} =
{
x , if case1

∞ , if case2
(1)

where case1 is: p is accessed at time t − x and is accessed

K − 1 times from time t − x to time t, and case2 is: p is

accessed less than K times until time t. When K = 1, LRU-1

is same as LRU. What’s more, LRU-2 can achieve most of the

advantages across the different K values. LRU-K fills the gap

left by the LRU’s neglect of access history, quickly removing

the objects with very few request times.

However, the LRU-K method has a higher overhead to

implement. Then 2Q [13] is proposed to achieve the similar

hit ratio to LRU-K while exhibiting a low computational

complexity. The simplified 2Q consists of two queues. One is

a FIFO queue A1 which is a collaboration queue; the other one

called Am, is used for cache list which is managed following

the LRU rule. The new coming objects are first placed in the

queue A1, when an object is accessed and it is still in A1,

then put the target object into the cache list Am. 2Q focuses

on both the admission policy and the eviction policy, and it

can be implemented with constant time overhead.

LRU-K and 2Q require selecting tunable parameters offline,

and the performance depends on the selected parameters.

To this end, an online self-tuning method called adaptive

replacement cache [14] (ARC) are developed, which achieves

a low overhead by maintaining two LRU lists. The first LRU

list L1 contains contents that have been requested only once

recently. The second LRU list L2 contains contents that have

been requested at least twice recently. Briefly, the main idea

of ARC is to keep m top contents from list L1 and c − m
top contents from list L2 in the cache, where c is the cache

capacity, 0 � m � c. ARC tries to adjust m adaptively

according to the request characteristics of the contents which

were recently evicted from the cache.

B. LFU-based approaches

Instead of evicting contents according to the recency, LFU

evicts the least frequently accessed content out of cache when

the cache is full. LFU is widely used when the object access

distribution conforms to a power law [15], because it stores

contents with high popularity in the cache. LFU usually per-

forms well over a fixed object access distribution and a fixed

requested object set [16], [17]. However, it is not adaptable

to the traces whose request characteristics and request object

set vary significantly over time. For example, assume that the

requested objects set is {A,B,C,D} at time t, where each

letter stands for a requested object. While at time t+Δt, the

set changes to {E,F,G,H}. In this case, LFU may work even

worse than LRU. Further more, LFU is difficult to implement

with low overhead as it needs the statistical information about

the access history of all the objects requested [18]. This is

because LFU needs to maintain large and complex meta-data

and requires a logarithmic implementation complexity in cache

size, making LFU take a long time to make caching decisions

with a large cache capacity.

To this end, In-Memory LFU [19] and WLFU [18] are

proposed to improve the performance of LFU in various

cases. In-Memory LFU takes only the request history of the

content in cache into consideration, alleviating the high cost

of maintaining the request history of all contents. On the other

hand, WLFU adds a time window to the LFU methods, making

LFU to focus on the request history of the last n requests,

where n is the length of the window.
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In addition, LRFU [20] is proposed to leverage the CRF

(Combined Recency and Frequency) value to take both recency

and frequency into consideration when evicting an object out

of cache. The CRF value of content p which has been accessed

k times at time t is the weighted sum of the time spans, noted

as CRF (p, t) :

CRF (p, t) =

k∑
i=1

W (t− ti) (2)

Where ti is the time when content p is accessed the i th

time, W is the weighted function. Generally, in order to give

more weight to recent requests, the weighted function is a

monotonically nonincreasing function. LRFU can choose the

proper weight function to make a trade-off between recency

and frequency.

C. Size-aware approaches

Most of the methods aforementioned assume that all con-

tents have the same size and the cache capacity is a constant.

While in reality, contents have different sizes and the number

of objects that the cache can store also changes as the sizes of

contents change. To this end, LRU-S [21] is used to move the

requested file based on LRU queue with a probability related

to the file size. Adaptsize [5] is proposed to set a dynamic

threshold of file size to decide which file is to be cached

using a Markov chain model combined with a LRU queue.

This method admits the objects with probability e−size/c, and

adjusts the parameter c online based on the Markov model.

Adaptsize is in favor of admitting small size objects to increase

hit ratio under a size-limited cache. If there are more popular

big-size contents, it may not contribute noticeably to traffic

savings.

III. LEARNING-BASED APPROACHES

In this section, we briefly investigate the emerging learning-

based approaches over the last two years, as shown in Table I.

Most of them focus the caching strategies applied in CDN

edge servers and the base stations (BSs) in wireless networks.

Until 2014, there is no particular caching strategies for CDNs,

most of which were still using commonly methods like LRU

and LFU, or their variants [22]. But the traditional methods

face big challenges with the dramatic growth of data through

CDNs and the fast-changing access characteristics. Recently,

machine learning is promising due to the rapid development of

computer hardwares. Especially, deep learning had made a lot

of significant achievements in various fields. which motivated

the researchers try to apply the learning methods to resolve

network problems [23]. Most of these researches use machine

learning to solve congestion control and routing tasks. At

the same time, there emerged some learning-based caching

strategies [4], [7]–[11].

According to the problem formulation of the works, we

briefly divide them into two classes. One is the Popular-
ity Prediction, where the main idea of these approaches is

using learning-based methods to estimate the popularity of

contents in the future and guide the caching decision of

Update content 
features, store 

them in Feature 
Dataset

Get the 
popularity 

forecast and 
make caching 

decision

Update the 
Leaning 
Database

Updates Query Learns

Fig. 1. Workflow of the PopCaching system.

classical caching strategies such as LRU. Another is the Policy
Learning, which uses learning-based algorithms make caching

decisions, such as the content sharing between nodes and

whether to cache the requested content.

A. Popularity Prediction

To estimate the future popularity of contents is the most

common idea when design a caching strategy. In this way, the

caching performance is limited to the popularity prediction ac-

curacy. Classical approaches always apply the simple statistic

information of historical requests to estimate popularity, which

suffers from the poor performance because of the various

request patterns and dynamic users’ behaviors. To this end,

some works [4], [7], [10], [11] use learning based methods

to get a better prediction. PopCaching [7] is proposed to

leverage the online popularity prediction to make a better

caching replacement decision. It is a caching system which

has two more modules than the conventional cache node: the

Feature Updater and the Learning Interface, and two more

databases: Feature Database and Learning Database. Fig. 1

shows the workflow of PopCaching. It contains three steps.

The first step is Updates. When there is a new request, the

features of the requested object are updated and stored into the

Feature Database. Then, PopCaching requests the popularity

prediction from the Learning Database and decides whether

to cache the target object according to the prediction. Finally,

when the real popularity of the target object is revealed, the

content-popularity pair will be store in the Learning Database.

This is a online learning process and it dose not need the

training phase. PopCaching uses a simple learning method

based on the history of the requested objects and the partition

of the feature space. The features it collects could be the user’s

profile and the property of contents. Note that PopCaching

does not directly learn the popularity of each object but the

relationship between the objects which have similar access

patterns. PopCaching is a complete caching system, however

it is difficult to deploy based on the subsistent cache node.

And its running speed is faster than LFU while much slower

than LRU.

In [4], an adaptive scheme is proposed for the YouTube

content caching in Cellular Networks. The main idea of this

approach is using extreme learning machine [25] (ELM) to

predict the popularity of contents, and use mixed-integer linear

programming (MILP) to decide where to place the content.

Moreover, this work compare the performance of ELM to other

popular machine learning methods in popularity estimation.

The ELM model with optimal neurons decided by stochastic
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TABLE I
THE OVERVIEW OF LEARNING-BASED CACHING STRATEGIES IN OUR INVESTIGATION

Name Year Application Scenario Main Method DataSet Comparison Methods

Information
Exchange
Between
Nodes

†Li et al. [7]:
PopCaching

2016 CDN Popularity forecast
moive.douban.com
38 million requests

FIFO
LRU
LFU

LFUDA
MIN [24]

No

†Tanzil et al. [4] 2017 Cellular Network
ELM [25] MILP

SPSA [26]

NS-3 simulator
Youtube dataset:

12500 videos

FemtoCaching [27]
Bastug et al. [28]
David et al. [29]

No

‡Song et al. [8] 2017 Wireless Network MAB ADMM [30]
synthetic data sets:
20 unique objects

LFU LRU
Reference algorithm [31]

Yes

‡Zhong et al. [9] 2017 Wireless Network
Wolpertinger Policy [32]

DDPG [33]
synthetic data set:

5000 unique objects

LRU
LFU
FIFO

DQN-based [34]

No

†Narayanan
et al. [10]:
DeepCache

2018 CDN
LSTM [35]

Seq2Seq [36]

2 synthetic data sets:
50 unique objects

1425 unique objects

LRU
k-LRU [37]

No

†Li et al. [11]:
MFLRU
KnnDyn

2018 CDN

Recommendation
algorithms:

Matrix Factorization [38]
Collaborative Filtering

VoD sevice requests
LRU

FiF [24]
Yes

†Popularity Prediction, ‡Policy Learning

perturbation simultaneous approximation [26] (SPSA) shows

relatively high accuracy with a low running time.

In order to make full use of the access history to predict

the next popularity distribution, DeepCache [10] is proposed

using the Seq2Seq [36] model to predict the content popularity,

which leverages the temporal characteristics of the requests.

The main idea of DeepCache is to use the deep learning

networks to make more accurate prediction for traditional

caching strategies like LRU. DeepCache contains an object

characteristic predictor which is composed of an Encoder-

Decoder Model. The input of the predictor is the time sequence

of probability vectors of all unique contents. In each vector,

the request probability of every object is computed across

a sliding window. Moreover, the probability is calculated in

multi time scales. The output of the predictor is the request

probability of each object. After predicting the popularity, i.e.,
the request probability, DeepCache uses it to guide the caching

decision of LRU. In order to interoperate with LRU without

making caching system structure changes, the authors make

“fake requests” according to the output of predictor as the

input request trace of LRU.

Unlike DeepCache, Li et al. [11] proposes two data-driven

approaches, using recommendation algorithms to predict the

probability of contents in the next time slot. In this work, each

edge server is considered as a super user, i.e., a group of the

users served by this edge server. According to the access log of

the super user to all the contents, MFLRU (Matrix Enhanced

LRU Caching Strategy) uses Matrix Factorization [38] (MF) to

infer the future preference for the contents that have not been

accessed by this super user. MF methods is computationally

expensive which makes it difficult to make prediction in real

time. MFLRU combines MF and LRU together to balance the

speed of LRU and the high performance of the MF. KnnDyn is

then proposed in this paper to overcome the high cost of MF.

It use the K-Nearest-Neighbor (KNN) collaborative filtering

to make predictions in order to capture the smaller timescale

changes in the request characteristics.

B. Policy Learning

Unlike Popularity Prediction, Policy Learning mainly as-

sumes the future popularity of contents is unknown, making

decisions based on the requests observed and the caching

performance at the current time. For wireless networks, Song

et al. [8] propose to estimate the popularity distributions of

contents according to the historical requests, and then use

multi-armed bandit (MAB) learning to decide the content

caching and sharing between BSs. The workflow of content

request in wireless networks is similar to that in CDNs. BSs

are connected by links with each other. If a user requests a

content and the BS stores the targeted content, it will send

the content to the user directly. If there is no copy in the

local BS, the BS retrieves the requested content from other

BSs or CDN server. Then the caching problem is formulated

as to maximize the caching reward at each time-slot, where

the reward is given by the difference between the revenue

of content caching and the costs of content sharing. This is

a classical reinforcement learning problem. Two methods are

proposed, i.e.: the centralized algorithm named single player

MAB (SPMAB), and the decentralized algorithm named multi-

player MAB (MPMAB). The latter one is designed to reduce

the computational complexity of SPMAB. In order to achieve

rapid convergence, MPMAB limits the BSs to exchange local

information only with their neighbor BSs.
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Considering that the optimal caching usually depends on the

future content access characteristics, there is no deterministic

solution at current moment. The execution process of the

caching algorithm is, in a sense, very similar to the interaction

between the agent and the external environment in deep

reinforcement learning (DRL). Therefore, Zhong et al. [9]

proposed to use DRL to make the caching decisions. This

method takes the total access number of each content in the

cache at three historical time scales in each time slot as the

states. The action is defined as replacing one of the content

in the cache with current requested content or not cache the

content. So if the cache capacity is C, there are total C + 1
candidate actions. The reward consists of a short-term and

a long-term reward, both of which are in proportion to the

access frequency of the current requested content in future.

Considering the running time and the adaptation to the variety

of the request patterns, the Wolpertinger architecture [32]

is employed. Compared to DQN-based (Deep Q-Network)

method [34], the proposed approach achieves competitive

performance and has a lower runtime. This DRL-based method

is novel for content caching, however it assumes that all

contents have the same size and the cache capacity is constant,

which does not match the actual situation of real caching

systems.

IV. REMAINING ISSUES ABOUT CONTENT CACHING

In this section, we discuss some problems that might be

encountered when design a flexible caching system.

A. Dataset

Nowadays, content caching plays a very important role in

various scenarios. In order to guarantee the generalization

performance of caching algorithms, it is important to choose

a reasonable dataset for evaluation. Previously, researchers

focused on synthesizing datasets by specifying request distri-

butions. In order to apply the caching strategies to the existing

system, especially in the case of the caching performance is

obviously affected by user behaviors, more and more works

focused on synthesizing datasets based on real requests or

directly using real request records to evaluate caching algo-

rithms. The most common way to synthesize a dataset is to

generate corresponding content requests based on the Zipf-like

distribution [15], or other probability models.

Synthesizing realistic request data is usually based on the

accurate workload characterization. Tang et al. [39] proposed

a publicly available streaming media workload generator ac-

cording to the analysis on two long-term traces of streaming

media. Summers et al. [40] discussed the methodologies

for generating HTTP streaming video workloads. Curiel et
al. [41] discussed the workload generation approaches in

details. There were many researches focusing on the users’

behaviors and content request characteristics [42]–[44].

Considering user’s privacy and other issues, it is difficult

to gain a open dataset involving requests from real system.

There are some works using real-world datasets from CDNs or

websites, but they are not publicly available. Some other works

give ideas for the acquisition of datasets. Tanzil et al. [4] used

YouTube API to collect features to estimate the viewcount of a

YouTube video. Chang et al. [45] mentioned an open dataset

from the MOMENTUM projects. And PopCaching [7] used

crawler to get dataset from websites.

B. Simulation Platform

We find that there are very few caching strategies are

evaluated in a real system. Instead, most of them are evaluated

by simulations with certain assumptions. It is worth noting

that, Cliffhanger [46] is implemented on Memcached [47]

and tested in Memcachier [48] applications. Adaptsize [5] is

implemented on top of Varnish [49] which is a production

caching system. It is also evaluated in a dedicated data center

and compared with production caching system such as Varnish

and Nginx. Thus, if we can implement our methods in real

system and test it with real-world datasets, it will bring

more reliable and trustworthy guidance to our researches. The

evaluation of caching algorithms is an interesting issue that

we can explore.

V. CONCLUSION

In this paper, we mainly review the classical caching

methods and the latest learning-based caching approaches.

In the past two decades, lots of methods are proposed to

solve the caching problems in operating systems and content

delivery tasks. Most of them are based on recency, frequency

and content size. Recently, various machine learning methods

have come back to people’s view due to the advances of

hardware capability, resulting in some learning-based caching

strategies leveraging deep learning, reinforcement learning

and recommendation algorithms. These methodologies use

learning-based methods to predict content popularity in future

or to learn caching policy. Besides, we also discusses the

potential issues such as datasets and implementation. We hope

this paper can be a reference for further researches.
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