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Abstract

With the rapid development of network applications, the Internet has evolved from
a content-based communication infrastructure to a social-based community network.
The emerging applications require the Internet to preserve not only the existing
advantages of simplicity and scalability, but also demand varying amounts of
capability, availability, reliability, flexibility, and differentiated quality of service.
Therefore, it is of paramount importance to bridge the gap between these applica-
tions and the IP networks which were originally designed and developed for sup-
porting one-size-fits-all functionality. An efficient solution is to build a virtual
network on top of a generic IP transport layer in order to provide additional func-
tionality and El)exibility. The content delivery networks technique is one of the suc-
cessful virtual networks rapidly developed over the last decade with the specific
advantage of optimizing the Internet. Nowadays, the CDN has become one of the
most important parts of the Internet architecture for content distribution. In this arti-
cle we highlight the innovative technologies in CDNs and present their evolution
triggered by ever newer emerging applications. By presenting in-depth discussion
about the architecture, challenges, and applications of CDNs, we demonstrate

their importance for the future Internet.

he Internet has become an indispensable part of our daily
life as a major platform for information communications.
Internet applications have experienced great changes
over the past decade. The trend is shifting toward appli-
cations that facilitate interactive information sharing,
interoperability, user-centered design, and collaboration, such as
web-based communities, online hosting services, video sharing,
and social networking sites (SNSs). The mainstream vision of
21st century computing and communications is that users will
access interactive Internet services and resource-hungry applica-
tions (network gaming, media streaming, etc.) over lightweight
handheld devices, intelligent appliances, and any other devices
that can connect to the Internet through heterogeneous access
networks, rather than over traditional desktop PCs only.

The status and trends of emerging applications in the
future Internet bring significant challenges to the network
infrastructure. The importance of these applications involves:

Higher scalability: The number of the Internet users has
reached 1.73 billion (as of September 30, 2009), and the pene-
tration continues to increase rapidly. Meanwhile, various elec-
tronic devices have been simultaneously applied to access the
Internet. Thus, the Internet needs to process and distribute
content and applications in a highly cost-effective and efficient
manner.

Higher capability: Users prefer putting most of their con-
tent on the Internet, and the content is heading toward rich
media: large files, audio and video streams, high definition

TV (HDTYV), and so on. Thus, the Internet needs to offer
higher capability in processing, storage, and communication.

Higher quality of service (QoS): The multimedia streaming
and emerging SNS applications require higher QoS, such as
lower startup delay, lower source-to-end delay, and higher conti-
nuity. Any degradation in any of these factors may cause users to
turn away to other competing platforms to pursue the benefits.

Stronger interactivity: The Internet has become a community
network, where users are not limited to viewing information pro-
duced and provided by a few professional content creators, but also
want to interact with other users or update web contents. Thus, the
content delivery path is not only from a central server through
backbone networks to end users, but also from end users to end
users. Thus, the Internet needs to offer stronger interactivity.

Heterogeneity: In coming years users will prefer to connect
to the Internet through various terminals and via heteroge-
neous access networks. Thus, the Internet needs to offer trans-
parent services across heterogeneous networks and devices.

Security: Different applications have set various security
demands to the Internet service, such as content confidentiali-
ty, integrity, and service availability against attacks.

The underlying packet-switched IP networks were designed
on the end-to-end principle [1]. This design and service model
provides incredibly robust and scalable functions that sacrifice
speed and efficiency for ruggedness. In the face of growing
traffic volumes and constantly emerging applications, it is diffi-
cult for the current Internet to satisfy their demands. To
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bridge the gap between the applications and best effort IP net-
works, the technique of content delivery networks (CDNs) has
emerged and been developed over the last decade. In Internet
Engineering Task Force (IETF) RFC 3466 CDN, which builds
a virtual network on top of a generic IP networks, was defined
as a type of content network. Such overlay networks provide
the flexibility and control necessary to customize and evolve
with the carried content. They also have the advantage of easy
extension across any network platform, allowing them to
evolve with the underlying technology rather than being
embedded, and thus offering the desirable flexibility.

CDNss typically deploy servers in multiple geographically
diverse locations in order to redirect user requests to the
nearest available server. Thus, end users observe higher QoS,
and content providers offer more reliable and larger volumes
of service. At the same time, Internet service providers (ISPs)
can also benefit from deploying CDN servers in their net-
works as the total amount of traffic transmitted in the back-
bone is reduced. Initial CDNs addressed static content, later
adding audio and video streaming, video sharing, dynamic
contents, and applications. To match the different require-
ments of rapidly and constantly emerging applications, CDNs
experienced many active innovations of architecture and tech-
niques during the last decade. These innovations led CDNs to
experience successful development, and they now play an
important role in the Internet. For example, Akamai Tech-
nologies, the leading commercial CDN, handles 20 percent of
total Internet traffic today.

The rest of this article is organized as follows. The next sec-
tion describes the existing problems in the current IP net-
works and introduces the idea of building content networks in
layers 4 through 7 in the open systems interconnection (OSI)
stack to bridge the gap between new applications and IP net-
works. We then introduce CDNs and the related technical
taxonomy. The following section brings an in-depth discussion
of the evolution of significant technologies of CDNSs triggered
by emerging applications, through which we can declare that
CDNs are suitable to leverage the shortages of best effort IP
networks. The emerging challenges of CDNs are highlighted
in the following section. This article is concluded in the final
section.

Potential Solutions to Problems in IP Networks

In this section we first analyze the existing problems in the
current IP networks and then discuss the potential solutions.

Existing Problems in IP Networks

The Internet is one of the most successful technology achieve-
ments ever. In its 40-year history, the Internet has grown from
a small experimental platform to a global infrastructure that
connects billions of people. The design principles of the cur-
rent Internet can be characterized as follows [2]: layering,
packet switching, a network of collaborating networks, and
intelligent end systems as well as the end-to-end argument.

The critical issue facing the Internet is to support differen-
tiated QoS for heterogeneous applications in a flexible and
inexpensive way. However, the current IP networks were orig-
inally designed for providing one-size-fits-all functionality,
that is, for best effort applications not covered by QoS guaran-
tees and other control mechanisms. However, the emerging
applications (e.g., online gaming, SNSs, videoconferencing,
live streaming, and video sharing) require varying amounts of
reliability, functionality, speed, efficiency, cost effectiveness,
and scalability. Therefore, it is necessary to bridge the gap
between the emerging heterogeneous applications with vari-
ous demands of service capacity and IP networks.

Incremental and Clean Slate

Despite its simplicity and scalability, the IP network lacks
QoS differentiation, traffic control, and management mecha-
nisms. This fact brings significant challenges to Internet ser-
vice. In recent years many academic and industrial
communities have put in hard work rethinking how to
improve the current Internet architecture to accommodate
the emerging applications.

There are two alternative design principles to develop the
future Internet:

* Incremental design: A system is moved from one state to
another with incremental patches. To date, network
researchers have focused on solutions that incrementally
improve the Internet with the implicit assumption that radi-
cal new solutions are not needed or have no chance of
being deployed.

* Clean-slate design: To cater to future needs, the Internet
has to be extended. It has to be redesigned for the present
requirements, at the same time ensuring enough flexibility
to adequately incorporate future requirements.

Due to the industrial and economic reasons, it is impossible
to enable more than 13,000 competing ISPs to abandon the
current Internet infrastructure and establish a brand new one.
Thus, the incremental design principle will still inhabit the
mainstream in coming decades.

Performance Enhancement of IP Networks

The OSI stack of the Internet can be characterized in two log-

ical layers:

e Infrastructure layer, which traditionally processes data at
layers 1 through 3, centered on the routing, forwarding, and
switching of frames and packets

* Service layer, which includes layers 4 through 7 and deals
with the routing and forwarding of requests and responses
for content

The latter is also defined as content networks in RFC 3466.
To preserve stateless best effort IP networks requires

putting more state-relative functions in the upper (service)

layer to solve the flexible QoS control problem over the global

Internet. The way the IP layer provides only simple and gen-

eral service can reduce cost, facilitate future network

upgrades, and enable new applications to be added without

the need for changes to the existing network. OpenFlow, a

famous research activity from the Clean-Slate Program, also

agreed that the IP layer should be as thin as possible, han-
dling only simple forward functionality.

An efficient way is to build a virtual network on top of a
generic IP transport layer in order to add on additional func-
tionality, security, and flexibility to IP networks. Such overlay
networks provide flexibility, traffic control, and resource man-
agement with the advantages of easy extension across a het-
erogeneous network platform without significant changes to
the underlying technology.

CDNs and Technical Taxonomy
Overview of CDNis

CDNs provide enormous utility in a cost-effective way as an
overlay network is built on top of generic IP networks to
improve overall system performance and offer fast and reli-
able applications and services. Flexibility is one of the most
important advantages of CDNS.

A CDN is a system of computers containing copies of data
placed at various locations in order to maximize bandwidth
for access to the data from clients throughout the network. A
client accesses a copy of the data near the client. A CDN usu-
ally has the following common components:
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Figure 1. Global CDN market [4].

* A content outsourcing unit consists of mechanisms that
move contents from the source server to the surrogates.

* A content delivery unit consists of a set of surrogate servers
that deliver copies of content to users.

* A request routing unit consists of mechanisms that move a
client request toward a rendezvous with a surrogate.

* A management unit tracks and collects data on request
routing, outsourcing, and delivery functions within the
CDN.

In CDNs the traditional communication flow between
clients and the original server is devided into two communica-
tion flows: one between the client and the surrogate server,
and another between the surrogate server and the original
server. CDNs can bring benefits to end users, content
providers, and ISPs. End users observe higher QoS, while con-
tent providers can offer more reliable service and handle larg-
er numbers of client requests. Meanwhile, ISPs can benefit
from deploying CDN servers in their networks as the total
amount of upstream and transit traffic is reduced.

The first CDN appeared in 1998. Akamai Technologies,
one of the earliest successful companies in CDNs, aimed to
solve the flash crowd problem and developed a set of break-
through algorithms for intelligently routing and replicating
content over a large network of distributed servers around the
world in a reliable and scalable manner [3]. Over the last
decade, there have been many commercial CDNs established
to provide the distributed computing platform for delivering
Internet contents and applications, including Akamai Tech-
nologies, Limelight Networks, Digital Island, CDNetworks,
Verisign, BitTorrent, ChinaCache, and so on. Moreover, a
number of non-commercial (academic) CDNs, such as
CoDeeN, Coral, and Globule, which mainly use decentralized
peer-to-peer (P2P) technologies [3], have also appeared.

Currently, CDNs have become a huge market generating
large revenues. The global CDN market was as high as $1.5
billion in 2009, a 60-fold growth over the past 10 years. As
shown in Fig. 1, the market for CDNs has increased at a high-
er speed since 2005 because video streaming applications
became the most popular and penetrated worldwide.

A Technical Taxonomy of CDNs

This subsection highlights important technologies with suffi-
cient coverage of CDNs. The technologies can be classified
into two categories: infrastructure and service (Fig. 2).

The infrastructure part involves three separate but relevant
technologies, placement, data center, and networking, which
work together to find out a good trade-off between QoS and
cost. The questions to be addressed include:

* How many data centers should the system have?

* Where should the servers be allocated?

* How many servers should be deployed and organized in a
given data center?

request.

Content distribution and management
includes content outsourcing, content deliv-
ery, and content management technologies;
the latter is largely dependent on the techniques for cache
organization (i.e., caching techniques, cache maintenance, and
cache update).

System management includes operational support systems
(OSSs) and business support systems (BSSs). An OSS mostly
deals with supporting processes such as maintaining inventory,
providing services, configuring components, and managing
faults. A BSS typically deals with customers, supporting pro-
cesses such as taking orders, processing bills, and collecting
payments.

Evolution of CDN Technologies

Internet applications have been undergoing tremendous
changes with higher requirements for quality and perfor-
mance, and this trend is continuing. We discuss the evolu-
tion of CDN technologies according to significant changes in
applications and types of content/service delivered by CDNs.
These technologies can be classified into four categories:
highly distributed CDNs, big data center CDNs, P2P-assisted
CDNs, and cloud CDNs. The first two have been widely
deployed by many commercial CDNs. The third attempts to
solve the cost problem of servers for delivering rich media,
while the last one is an emerging solution for leveraging
economies of scale.

Highly Distributed CDNs

When the CDN technique appeared 10 years ago, the major
content types over the Internet were small-sized text files
and images. To achieve efficient delivery of these contents,
CDN providers (e.g., Akamai Technologies) usually adopt
the highly distributed CDN approach to build their plat-
forms. This type of CDN can be described as entering deep
into ISPs [5], deploying content distribution servers inside
ISP points of presence (POPs). The idea is to allocate the
expected content closer to end users to improve user-per-
ceived performance in terms of delay and throughput. This
design results in a large number of server clusters scattered
around the globe. Such an approach is an ideal solution to
handle the last mile problem.

The common request routing mechanism used in most
commercial CDNs is Domain Name System (DNS)-based
request routing. Its advantage lies in maintaining lower over-
head in the original server than URL rewriting and having
higher security as it conceals the source to end users. Because
of this highly distributed design, the task of network mainte-
nance and management becomes very challenging. Sophistica-
ted algorithms are required to shuffle data among the servers
across the public Internet. Moreover, edge side includes (ESI)
technology has been adopted to achieve dynamic web page
acceleration where the dynamic web page is separated into
two parts, static and dynamic. The static part is cached in an
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Figure 2. Technical taxonomy of CDNs.

edge server, and the CDN edge server retrieves the dynamic
part from the original server through an optimal path in order
to reduce total response time.

Big Data Center CDNis

With the growth of new applications and higher access speeds,
Internet users do not feel satisfied with only small-size simple
contents. As a result, multimedia content (e.g., audio and
video) delivery through the Internet has received much atten-
tion. To achieve efficient delivery of media contents, the big
data center approach has been adopted to build the platform
of some CDNs (e.g., Limelight Networks). This approach can
be described as bring ISPs to the home [5] by building large
centers of content distribution at only a few key locations and
connecting these centers using private high-speed connections.
Instead of getting inside ISPs’ POPs, these CDNs typically
place each distribution center at a location that is simultane-
ously near the POPs of many large ISPs. Such an approach is
considered a suitable solution to the middle-mile problem.

Compared to the aforementioned highly distributed CDNs,
this design approach typically results in lower overhead for
maintenance and management, possibly at the expense of
higher delay to end users. Such CDNs usually adopt IP Any-
cast technology as their request routing mechanism.

P2P-Assisted CDNs

P2P is an alternative (or competing) technology for delivering
Internet contents. It has recently become very popular to cope
with the growing demand of end users and has been used in
applications such as file sharing, video streaming, and dis-
tributed computing. P2P systems solve the scalability issue by
leveraging the resources of the participating peers. P2P sys-
tems achieve high scalability while reducing the server require-
ments. However, the decentralized and uncoordinated
operation implies that this appealing scalability comes with
undesirable side-effects including network unfriendliness.

A natural question in P2P-assisted CDNs is whether P2P
and CDNs can be integrated to obtain the advantages of scal-
ability inherent in P2P, and the reliability and manageability
of CDNs. Indeed, with the recent rapid growth of P2P appli-
cations and CDNs, many initiatives and efforts have been
made to combine these advantages to get the best of both
worlds. Akamai, with its acquisition of Red Swoosh P2P tech-
nology [5], is expected to combine P2P file distribution soft-

ware with its back-end control system and global network of
edge servers. VeriSign, CacheLogic, Grid Networks, Internap,
Joost, and ChinaCache have all announced their own P2P-
assisted CDN services as well.

Such an approach is the appropriate complement to the
highly distributed and big data center CDNs. It can be estab-
lished on any of the previous two approaches in order to effi-
ciently reduce the server cost even when delivering large files or
live video streaming. A P2P-assisted CDN live streaming sys-
tem, LiveSky, was introduced in [6]. This system can efficiently
resolve the cost and scalability issues by involving P2P technolo-
gies in existing CDN architecture without the need for notice-
able changes to the existing infrastructure. Moreover, such a
system can also efficiently overcome the problems of traditional
P2P streaming systems, including low quality, network unfriend-
liness, and upload unfairness, by adequately adopting the exist-
ing CDN infrastructure when establishing hybrid approaches.
On the other hand, the P2P-assisted approach can offer addi-
tional QoS guarantee for real-time HDTV applications. Such
applications require very high bandwidth when downloading
streaming content. When the path condition between client and
the surrogate server does not satisfy the performance require-
ments of the applications, the P2P-assisted approach can pro-
vide complementing capacities to increase the available
downloading bandwidth by leveraging the resources of the par-
ticipant clients, thus enhancing the system QoS.

Cloud CDNs

Cloud computing is a new term for a long-held dream of com-
puting as a utility and has recently emerged as a commercial
reality. The construction and operation of extremely large-
scale data centers are the key part of cloud computing. Cloud
computing will enable new types of applications; meanwhile,
important existing applications, such as software as a service
(SaaS) and Facebook apps, will become even more compelling
[7]. Cloud computing, as a new IT trend, opens innovative
perspectives in the architecture, design, and implementation
of CDNs. One direction is that CDN providers may build
their own clouds, and another is to use existing clouds to
assist content distribution.

Content delivery in cloud CDNs could be achieved by lever-
aging existing cloud providers. Cloud CDNs can intelligently
match and place contents on one or many storage clouds based
on their QoS, coverage, and budget preferences. The important
value of cloud CDNs is economies of scale, and they enable
customers to distribute web contents in a pay-as-you-go man-
ner. The initial cases of cloud CDNs are Amazon CloudFront
and MetaCDN. Cloud CDNs benefit not only customers but
also CDN providers as complements since their service capacity
can be enhanced in a pay-for-use manner in the presence of a
flash crowd, thus avoiding large investments in infrastructure.

Emerging Challenges in CDNs

In this section we highlight the important challenges in CDNs.

Server Placement

How many data centers are enough? This problem has made
it even more important to decide whether we should adopt
highly distributed CDNs or big data center CDNs. The gener-
al view is that the larger the number of data centers, the bet-
ter the user experience, but the higher the cost. However, a
recent study [8] indicated that the number of nodes in Akamai
can be reduced to 60 without noticeable degradation of sys-
tem performance. On the other hand, Leighton [9] has noted
that highly distributed CDNs can also reduce cost by deploy-
ing servers in some regions that can host their servers for free.
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Data Center Structure and Server Organization

It is inefficient for each server in a CDN to serve only one
customer or application type due to load imbalance and cost
ineffectiveness. Thus, it is important to achieve efficient task
migration among the servers in a data center. Several related
techniques including virtualization will be involved in the
design of a data center structure. Moreover, it is a great chal-
lenge to organize the servers in a data center in order to
reduce the burden of configuration and accelerate deployment
speed.

Content Distribution

The recent challenge of content distribution in CDNs focuses
on the acceleration of dynamic contents and computing appli-
cations, which have been considered uncacheable. The general
solution is to optimize the path between the source and edge
servers [9]. One feasible way is to allocate them in the same
data center, but this approach cannot offer desirable perfor-
mance for end users worldwide. Thus, the significant chal-
lenge is to find potential solutions to cache or partly cache
dynamic contents or applications so that edge servers can be
widely distributed to enhance the user experience.

Request Routing

The current mechanism of request routing is based on DNS
infrastructure, which is not suitable in some environments. A
critical challenge is how to combine or find other mechanisms
to achieve efficient request routing. For example, in IP multi-
media subsystem (IMS), the elements are identified by
TEL/SIP URI. Thus, CDN request routing needs an integrat-
ed solution to accommodate heterogeneous systems. More-
over, several network applications (e.g., online gaming) are
latency-sensitive, and need more efficient and accurate rout-
ing strategies. A recent study [10] introduced a latency predic-
tion system, Htrae, which combines both geolocation and
network coordinate systems to achieve the benefits of both,
thus efficiently reducing the prediction error.

System Management

It is a significant challenge for the service provider to manage
a large-scale distributed system. The traditional mechanisms
typically focus on the management of servers. However, CDN
servers are deployed in multiple ISPs, so it is essential to man-
age multiple resources including servers and networks. More-
over, efficient system management can reduce investment in
CDNs and becomes a significant challenge. Krishnan ef al.
[11] introduced a tool, WhyHigh, to identify, diagnose, and
prioritize the network problems of CDNs. By virtue of Why-
High, the network administrators of CDNs (e.g., Google) can
efficiently use and configure existing nodes to improve system
performance without adding new nodes. An efficient tool,
Entact, was introduced in [12] to dynamically redirect client
requests and adaptively achieve a route injection mechanism
to efficiently change the content distribution path, thus reduc-
ing total traffic cost without compromising performance.

Conclusions

The fundamental design principle of the current Internet
architecture is best-effort-based packet switching. Due to its
advantages of simplicity and efficiency, the Internet has grown
quickly. Simple best effort traffic has been shown to work well
in the Internet over the past decades. The future Internet
architecture should preserve the features of best effort while
offering differentiated QoS and various amounts of accessibil-
ity, reliability, feasibility, and security.

The CDN technique was developed to offer the service of
large-scale content delivery based on IP networks and improve
system performance in order to satisfy the QoS requirements
of heterogeneous Internet applications. The rapid develop-
ment over the past decade indicates that CDNs can efficiently
satisfy the demands of ever emerging applications by adopting
innovative architecture and technologies. Thus, CDNs have
become a significant bridge between various emerging appli-
cations and best effort IP infrastructure thanks to their flexi-
bility. CDNs will grow to enable future IP networks to offer
the requirements of emerging Internet applications and users.
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