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Abstract—Edge Computing technology aims to replace regular
cloud IoT solutions on applications where data intensity and link
latency plays critical role. Improvement is achieved by placing
processing at the edge of the network, deploying service close to
data source of user. Limited resources of Edge devices stipulate
the need to smartly distribute over devices computational tasks,
as well as to implement role switching techniques in order to
guarantee smooth distribution when network conditions change.
Gateway technique is proposed in this paper, providing experi-
mental comparison of Edge Computing, Cloud Computing and
Content Delivery Network (CDN) data flow scenarios where
terms of network delay, service time and processing time are
considered. Simulation results achieved by EdgeCloudSim soft-
ware confirms the performance gain of Classifier based Edge
gateway in particular balanced hardware to load ratios.

Index Terms—Edge Computing; K-Means Classifier; Cloud
Computing; Cloud Delivery Network; Internet of Things.

I. INTRODUCTION

In recent years, storing and processing all data in the cloud

is associated with high expenses and high data cost as data

volumes increase. Edge Computing is the opportunity for

system architects to implement distibuted computing power

from end to end by tapping into the capabilities of mobile

field devices, gateways and cloud altogether [1]. It ensures near

real time network response, allows operations offline or with

intermittent connectivity to be implemented. Tasks pushed

to edge of the network greatly impacts on service latency

and response time. Network gateways are suitable location in

communication path to perform these tasks.

Most researched Edge Computing gateways solve problem

of limited hardware capabilities by adaptive scheduling. In this

paper a different approach is researched – we propose adaptive

most optimal link between microservice and end user selec-

tion technique based on unsupervised K-Means clusterization

of links statistics and VM available resources, with further

classification and decision making.

The main claim is that by the application of K-Means

classifier in Edge Computing gateway it is possible to reduce

end-to-end latency, with them main aim to increase user

experience quality by application of classifier based stream

distribution gateway on Edge Computing topology.

In this paper we present an overview of the related work,

explain proposed technique and describe simulation environ-

ment, thats’ investigation results are later compared in terms

of network statistics values over different load.

II. RELATED WORK

Edge Computing schedulers applying Dijkstra algorithm on

graph modelling network topology are widely researched [2],

[3], providing complex, yet reliable task scheduling and dis-

tribution over the nodes techniques. Recent research faces

Edge Computing offloading problem, where limited resources

of mobile nodes or local gateways are used, however they

mostly rely on maximizing response time only. Optimal VM

placement on physical nodes solutions to minimize network la-

tency between them for cloud has been proposed [4], although

they rely on service and are mappable to known network

infrastructure.

Fog computing shares similar demands on VM placing and

scheduling problems [5], [6], but it only focuses on response

time between nodes, not considering service time. Energy

consumption optimization is main criteria, similarly to Edge

computing, wireless sensors and gateways may be used, which

is not considered in this paper. For such cases, complex

solutions of genetic algorithms and meta-heuristics [7] are

provided to perform gateway number optimization.

FPGA and GPU based gateways for Edge Computing are

proposed [8], [9], authors emphasize use of such gateways

specifically for fast image analysis and object tracking pur-

poses. Such gateways are highly demanded for Industrial

Internet of Things applications [10], because of their ability

to quickly process heterogeneous sensors network. However,

because of different protocols between data sources, additional

preprocessing with microcontrollers or other hardware in com-

munication paths are introduced. Such technologies are also

widely researched for live video streaming and Cloud gaming

applications [11].

For the estimation of delay lines and hardware resources,

various adaptive classifiers like Self-Organizing Map or Multi-

Layer Perceptrons are widely used [12], [13], however most

popular is basic K-Means clusterization technique [14]. Be-

cause K-Means algorithm is sensitive to the initial values,

improved algorithm using “shooting target” principle is pro-

posed [15]. Authors investigating detection features from

sensors in smart grid systems [16] propose training and usage

of SVM classifier and state, that K-Nearest Neighbor classifier

usage is improper because it needs history data (this is also

true in our case).
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Thus, main objectives of this paper are: a) perform simula-

tion of video streaming service on three different topologies:

Cloud, CDN and Edge; b) incorporate K-Means classifier in

process of most suitable link selection based on ping latency;

c) experimentally verify proposed link selection technique.

III. SIMULATION

This section describes proposed technique of classifier in-

corporation into Edge Computing gateway, used simulation

environment and varied parameters.

A live video streaming service simulation is performed

in the paper. This work-flow is selected because of high

demand [11] and active development by corporations like

Facebook, Google or Periscope. Basic work-flow (Fig. 1)

consists of single capture and multiple end user devices. One-

to-many interconnection requires encoding and transcoding

procedures of initial stream to satisfy criteria for different

bitrates and resolutions of particular devices. Streaming is

performed by sending video chunks (HLS, HDS protocols) and

aiming to guarantee the best quality experience for each user

while maintaining highest buffering ratio and lowest latency.

Encode Transcode

Capture
Playback

Fig. 1. Simulated service work flow

Three different topologies were simulated, each providing

different path from video source to user device (see Fig. 2):

Cloud based, Content Delivery Network bufferization, and

Edge gateway put in communication path.

Transcoding task in the first two topologies is performed

in Cloud servers, while in Edge topology, transcoding is

performed locally in gateway device itself. Edge node com-

municates to Cloud server only with control data and state

reports, main tasks are performed locally. Two techniques on

Edge node are simulated and compared, resulting in 4 different

topology versions being simulated.

CloudCloudCloud

CDN Edge Layer

CaptureCaptureCapture PlaybackPlaybackPlayback

Fig. 2. Cloud, CDN and Edge topologies used for simulation

A. Simulation environment

EdgeCloudSim simulation software together with WEKA K-

Means clusterization library was used to perform simulation

on Java virtual machine running Ubuntu linux 16.10 x64

operating system. Simulation results are saved to text files,

then analysis using MATLAB software package is performed.

B. Distribution technique

Proposed distribution technique relies on most suitable

link between Edge node and user node selection by round

trip time (RTT). RTT is determined by regularly sending

ICMP (ping) packet to user device. The time it takes to respond

packet back represents device to node latency. To prevent

network flooding by ping packets, latency query is performed

each 1000-th data packet, and last 50 latency values are kept

in a buffer.

Fig. 3 represents local connection diagram, where Edge

node consists of infinite number of micro data centers – Virtual

Machines, with only limiting factor being total hardware

resources of node.

VMVMVMVM

Edge node

Fig. 3. Edge node internal structure and connection links

Optimal link connections for all links between Edge node

and user devices are determined by performing classification.

Firstly, clustering of each link latency and resources left (CPU)

values by unsupervised K-Means algorithm into 3 clusters is

done. Classification cloud view is presented in Fig. 4.
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Fig. 4. View of K-Means clusterization



Later, classification is performed by assigning link to the

VM that has lowest cluster index (leftmost). If VM with

the lowest cluster does not establish connection in expected

latency period, connection is made from next cluster. To handle

situation when link may be switched to other source after

each clustering operation, check for last connected source is

performed to maintain connection with the same VM. Scenario

when no VM can serve link is solved by opportunistic await

time (in ms range) while at least one VM finish current tasks.

Assignment of link to cluster is performed by calculating sum-

of-squares distance to cluster centroid – this is required to

match K-Means algorithm. Initial system state has no latency

values collected, thus links are initially assigned in numerical

increment manner.

C. Parameters

Each network topology used in simulation is defined by

BRITE tool, describing nodes and edges connection rules

together with network delay and maximum bandwidth pa-

rameters. Network devices are described by their resource

parameters, main of them are: CPU (virtual central processing

units) count, MIPS (million instructions per second) value,

RAM (capacity of random access memory) and a storage value

for storing buffered video stream data. For simulations, video

streaming service with 5 GB data chunk size is used.

In this paper only following simulation software outputs are

taken in account: network delay, processing time and service

time. Network delay in our case represents amount of time for

a bit of data to pass from capture device to end user device.

Processing time represents a time frame between packet arrival

to processing (encoding and transconding) node and outset

from it. Service time is a total time data packet elapses to

pass full route. All measures were evaluated as a mean value.

Under small loads of ≤ 400 users, all three topologies result in

constant results, to reveal advantages and disadvantages, user

count in range from 400 to 1600 was selected.

For a direct Edge Computing solution comparison, a known

scheduling algorithm [2] optimizing quality score was simu-

lated. In final simulation both proposed and reference tech-

niques use the same topology and VM constraints.

During simulation of Cloud topology, infinite M3 type

VMs configuration was applied, while CDN topology was

configured with up to 10 geographically distributed M4 virtual

machines. Edge topology simulation was configured to allow

up to 20 M1 and M2 types virtual machines to be allocated,

limiting 10 instances per node. Corresponding to real hardware

parameters values were used for VM configuration (Table I).

TABLE I
MACHINE PARAMETERS USED FOR SIMULATION

Name M1 M2 M3 M4

CPU 4 8 26 2

MIPS 2400 4800 20000 2400

RAM, GB 8 16 70 16

Storage, GB 840 1680 1680 500

IV. RESULTS

Simulation results were investigated to reveal advantages

and disadvantages of simulated topologies.

A. Investigation procedure

To highlight differences between used topologies, from 400

to 1600 simultaneous users are simulated as a system load.

Proposed technique results are compared to Cloud, CDN

and score based scheduler solutions in main user experience

representing terms: mean network delay, processing time and

service time accordingly. Overall service time parameter is

seen as the most valuable indicator for it is worth to push

video streaming related tasks closer to the Edge.

Trustworthiness of results was guaranteed by repeating each

simulation 3 times and confirming the same results, that

ensures no error is introduced by random generated initial

variables in simulation software internally.

B. Performance analysis

First measure in analysis – mean network delay, its values

over different topologies are provided in Fig. 5. It can be

seen, that results are pretty constant, indicating that increase

of load on system does not affect mean network delay value.

However different topologies has different value because of

different physical length between nodes, as it affects data bit

propagation time dramatically.
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Fig. 5. Mean network delay over number of users for different topologies

Results on mean service time (see Fig. 6) shows constant

values over whole range for Cloud topology, while hardware

resources limited topologies reach their throughput limits at

1200 simultaneous users. It is seen how K-Means classifier

initially performs worse than scheduler based approach, but

later, when history ping entries are filled, it improves.

Results on processing time (Fig. 7) are expected to be

similar to service time trends, since they are derived mea-

sures, although absolute mean processing time values differs

dramatically over topologies. It is seen that Cloud solution

itself has best processing time, but considering very limited
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Fig. 6. Mean service time over number of users for different topologies
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Fig. 7. Mean processing time over number of users for different topologies

hardware resources provided for CDN and Edge nodes, they

are performing quite well, until bottleneck is reached.

To summarize, Cloud topology shows least processing time

and stable network delay together with service time because

of static network characteristics as well as high resources.

Placing resource limited nodes close to the Edge results in

greatly improved service time and network delay, which are

main parameters representing overall user experience in live

video streaming service.

V. CONCLUSIONS

Simulation of classifier based link selection technique

to Edge Computing Gateway using EdgeCloudSim software

package was performed. Performance analysis results show

that:

1) K-Means classifier based link selection technique out-

performs score based scheduler algorithm in range from

600 to 1200 simultaneous users in mean service time;

2) Edge Computing topology based techniques reduces

mean network delay and service time by more than

3 times;

3) loading Edge network with more than 1200 simultaneous

users results in hardware bottleneck, therefore process-

ing time and service time starts to increase exponen-

tially;

4) initial run of classifier based network results in twice as

higher service time compared to scheduling algorithm,

that later settles down because latency values of all

nodes becomes available.
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